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Abstract

Determining how environments shape how people learn is central 
to understanding individual differences in goal-directed behaviour. 
Studies of the effects of early-life adversity on reward learning have 
revealed that the environments that infants and children experience 
exert lasting influences on reward-guided behaviour. However, the 
varied findings from this research are difficult to reconcile under a 
unified computational account. Studies of adaptive reinforcement 
learning have demonstrated that learning algorithms and parameters 
dynamically adapt to support reward-guided behaviour in varied 
contexts, but this body of research has largely focused on learning 
that proceeds within the short timeframes of experimental tasks. 
In this Perspective, we argue that, to understand how the structure 
of experienced environments shapes reward learning across 
development, computational accounts of the effects of environmental 
statistics on reinforcement learning need to be extended to encompass 
learning across multiple nested timescales of experience. To this end, 
we consider the development of reward learning through the lens of 
meta-learning models, in particular meta-reinforcement learning. This 
computational formalization can inspire new hypotheses and methods 
for empirical research to understand how features of experienced 
environments give rise to individual differences in learning and 
adaptive behaviour across development.
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tasks over longer timescales, models learn to improve how they learn 
within the shorter timescales of the inner task loops18,21–26. Models can 
learn to learn through varied mechanisms18,25,27,28, including learn-
ing how to initialize29 and update19,30 the parameters that govern 
the inner loops of learning or discovering new inner-loop learning 
algorithms altogether20,22. Through training on multiple tasks, meta-
reinforcement learning models gain the ability to solve related learning 
problems quickly, without extensive experience with the specific task 
at hand25,27,31. Akin to how humans and other animals learn to learn, 
meta-learning models learn at multiple levels of abstraction — they 
extract and leverage broader features of their training environments to 
specialize how they learn, while also retaining the flexibility to respond 
to the unique aspects of each individual task that they encounter28,31.

In this Perspective, we argue that meta-learning provides a fruit-
ful theoretical framework for understanding how and why experi-
ence shapes development. We suggest that considering development 
through this lens can inspire new empirical and computational research 
directions to best elucidate how the structure of early-life environ-
ments influences developmental trajectories of reinforcement learn-
ing computations. We begin by reviewing findings that suggest that 
individuals learn about the structural regularities of their environments 
across development and then use those regularities to guide how they 
learn to solve new problems. We then focus on computational model-
ling work that has demonstrated that specific statistical features of 
the reward environment influence adaptive reinforcement-learning 
computations. Next, we turn to developmental research examining how 
early-life experiences shape how people learn in diverse environments. 
We highlight the challenges of bridging theoretical computational 
work with studies of real-world environmental influences on devel-
opment. We argue that conceptualizing development through the 
lens of meta-learning might promote productive cross-talk between 
these disparate fields, leading to a better understanding of how differ-
ent aspects of experience influence how people learn to learn across 
the lifespan. Finally, we provide recommendations for how future 
work can best support the iterative construction of precise, computa-
tional accounts of how early-life experience shapes the development 
of adaptive behaviour.

Adapting learning to task statistics
Myriad laboratory studies have revealed that people learn to learn while 
completing experimental tasks: they exploit task structure to accelerate 
their acquisition of effective problem-solving and learning strategies. 
Learning to learn emerges early in development and persists across 
the lifespan. Across different domains, infants, children and adults 
can simultaneously solve specific learning problems while extracting 
higher-level representations of problem spaces that enable them to 
more effectively respond to new learning challenges8,32–39. For example, 
infants can extract and apply hierarchical rule structure to make correct 
inferences when faced with novel problems38,40. Children can discover 
and apply effective strategies for causal hypothesis testing41,42, and they 
can learn the general features of a reward learning task, which in turn 
accelerates their acquisition of novel action–reward contingencies8. 
Critically, the derivation and application of learned strategies to guide 
subsequent learning is effective because the problems that people 
repeatedly encounter share similar structural features. Thus, although 
different problems require different solutions, learners can learn how 
to learn by exploiting shared structure across them.

Studies that have used computational models to characterize how 
people learn from reinforcement have revealed that specific statistical 

Introduction
A central aim of developmental science is to understand how experience 
shapes the emergence and organization of goal-directed behaviour. 
There has been widespread investigation of how differences in the 
early-life environments of children relate to individual differences 
in the development of varied neurocognitive processes, including 
perceptual processing1,2, language learning3, motor skill acquisition4,5 
and ‘higher-level’ executive functioning6,7. Across these investigations, 
a common theme has emerged: salient features of early environments 
shape not just what information is available for learning but also how 
that information is processed and used to guide adaptive behaviour 
(Box 1). Throughout development, people tune their learning computa-
tions to the structural regularities of their environments — a process 
referred to as ‘learning to learn’8.

Goal-directed behaviour depends on learning via trial and error 
to take actions to maximize reward, a process formalized within rein-
forcement learning models. Environmental structure shapes not just 
what people learn but also how people learn from the outcomes of 
their actions, influencing, for example, how they weigh positive versus 
negative events9 or more recent versus more distant experiences when 
updating their beliefs10–12. Understanding how variation in learning 
environments shapes how people learn to learn from reinforcement 
might be central to understanding why individual differences in reward 
learning emerge across development. Recognizing the importance of 
this question, developmental work has investigated how exposure to 
early-life adversity influences both the development of reward-related 
neurocircuitry and reward-learning behaviours13,14. This research has 
shown that the real-world reward statistics that people experience 
over months and years early in life exert influences on reward-learning 
processes that persist into adulthood15,16. However, the varied findings 
from this research are difficult to unify — it is unclear how and why spe-
cific types of experiences influence reward learning across childhood, 
adolescence and adulthood.

To make progress on understanding how the structure of expe-
rienced environments shapes reward learning across development, 
we can turn to systematic, computational accounts of the effects of 
environmental statistics on reinforcement learning. Researchers have 
developed normative models that explain how specific reward statistics 
of the learning environment (such as reward volatility, reward control-
lability and reward rates) should influence the optimal ‘settings’ of 
learning parameters. In addition, empirical work has revealed that the 
behaviour of adults largely conforms to these idealized predictions10,17. 
Such models of adaptive reinforcement learning have focused on the 
flexible calibration of learning in response to information encountered 
within single tasks over short timescales of experience, like the minutes 
or hours it takes participants to complete a laboratory experiment. 
However, they largely do not explain how past experiences, accumu-
lated across multiple, varied environments over longer timescales, give 
rise to systematic variation in learning performance.

To bridge the timescales of real-world experience with the precise 
and theoretically motivated accounts provided by models of adap-
tive reinforcement learning, we consider the development of reward 
learning computations through the lens of models of meta-learning —  
and models of meta-reinforcement learning in particular. Meta-
reinforcement learning models typically learn from reward on two 
timescales, often referred to as ‘inner’ and ‘outer’ loops18. In the inner 
loop, the model learns to perform a single task, such as navigating to 
a specific goal state19 or choosing between different options to earn 
the most reward20. In the outer loop, through training on multiple 
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features of the reward structure of an environment systematically 
shape how people learn to learn. In general, people can learn to take 
actions that bring about beneficial outcomes by increasing (or decreas-
ing) their estimates of the value of different actions. They do so on the 
basis of the outcome that each action elicits: if an action elicits more 
reward than expected, then the estimated value of the action should 
increase, whereas if it elicits less reward than expected, then the esti-
mated value of the action should decrease43,44. Although this general 
learning strategy can promote the selection of adaptive actions across 
contexts, differences in the precise dynamics of how value estimates 
are updated and used to guide future choices can dramatically alter 
patterns of action selection in ways that can be more or less beneficial 
across different contexts.

As with other types of learning problem, learning to reinforce-
ment learn involves exploiting the environmental statistics of distinct 
contexts to optimize subsequent learning strategies. The optimization 
of learning involves adjusting the algorithms and the ‘settings’ of the 
parameters that govern reinforcement learning45,46. Theoretical and 
computational work on learning to reinforcement learn — which we 
refer to as ‘adaptive reinforcement learning’ — has demonstrated that 
the precise ways in which environmental structure tunes learning 
computations largely align with normative accounts of how idealized 
learners should tailor learning to gain the most reward across varied 
contexts9,10,17,47.

Here, we focus on environmental statistics that might be particu-
larly variable across the contexts that infants and children experience 
(Table 1). In particular, we consider the volatility of action–outcome 
contingencies, the overall reward rate or prevalence of positive ver-
sus negative rewards in the environment, and the controllability of 
reward outcomes. For each statistic, we first discuss theoretical work 
characterizing how the environment should normatively influence 

optimal learning algorithms and then examine empirical research that 
has tested these predictions within experimental tasks. We primarily 
review data from adults, with whom the majority of research on adap-
tive reinforcement-learning computations has been conducted, but we 
highlight data from children and adolescents where it exists.

Adapting learning to reward volatility
In many learning contexts, the relations between actions and the out-
comes they elicit are volatile, such that they change dynamically over 
time. For example, an infant might learn that their cries sometimes 
elicit caregiver attention but are at other times ignored48. In volatile 
environments, the most recently experienced outcomes are the best 
indicators of the value of taking a particular action, because they  
best reflect the current state of the environment. Thus, learning to make 
good choices in volatile environments involves heavily weighing recent 
outcomes, effectively overwriting the influence of more temporally 
distant experiences. However, in environments with more stable reward 
contingencies, it tends to be computationally optimal for people to 
weigh recent outcomes less heavily, and instead to integrate over a 
longer history of experienced outcomes when determining the value 
of different actions — otherwise recent outcomes that arise owing to 
other sources of variability in the environment (such as stochasticity 
or noise) might cause them to suboptimally value recent actions49–54.

Learning to learn involves estimating the underlying volatility of 
the environment from experience and using those volatility estimates 
to modulate the extent to which recent outcomes are weighed during 
learning (the learning rate). There are multiple computational accounts 
of how an idealized learner should solve this challenge10,55–60. In general, 
the learner estimates their own uncertainty about the value of their 
actions as well as the source of their uncertainty (for instance, the vola-
tility of the environment) and increases their learning rate when they 

Box 1

Neuroconstructivism
Our proposal builds on neoconstructivist and, in particular, 
neuroconstructivist frameworks that suggest that the developing 
brain continuously adapts to the structure of experienced 
environments184–187. Neuroconstructivism posits that the brain 
is evolutionarily endowed or genetically ‘preprogrammed’ with 
particular constraints. However, rather than precisely dictating the 
developmental trajectory of the organism, these constraints interact 
with each other and the experienced environment to shape neural 
activity, the wiring of neural networks and, ultimately, the nature 
of the mental representations that underlie learning and adaptive 
behaviour186–188. A central tenet of this framework is progressive 
specialization — the idea that new mental representations emerge as 
an individual encounters particular learning challenges within their 
current context. Thus, there is no top-down, adult-like goal state 
toward which a child develops; instead, changes in how individuals 
think and learn reflect adaptations to their immediate physical and 
social learning environments186.

Many researchers have suggested that neural network 
models can provide insight into the algorithms that underlie the 

developmental learning processes proposed by neuroconstruct-
ivism187,189–192. The architecture of a neural network, including the 
number of artificial neurons and the existence of connections 
between them, reflect innate ‘constraints’ on development, whereas 
experience-induced changes in the strength of the connection 
weights reflect gradual adaptation to the learning environment186,193. 
Constructivist algorithms can further simulate how experience might 
change neural architecture itself192. For example, in one algorithm, a 
network first learns to maximize performance on a task with a fixed 
architecture and then recruits additional neural units or layers to 
further minimize errors194.

We suggest that meta-learning architectures and algorithms 
can similarly provide insight into how experiences that unfold 
over developmental time shape the nature of the neurocognitive 
representations that underlie goal-directed behaviour. By explicitly 
considering how learning on multiple timescales is shaped by 
specific reward statistics, these models provide accounts of how 
and why different aspects of experience lead to lasting influences on 
reinforcement-learning computations.
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attribute their uncertainty to environmental volatility. Multiple studies 
have found that adults tend to adjust their learning rates as predicted  
by these optimal models, demonstrating higher learning rates when the 
environment is more volatile and lower learning rates during periods 
of stability10,12,55,56. For example, in one laboratory experiment, adults 
showed lower learning rates when repeatedly choosing between two 
options with reward probabilities that remained stable for 120 tri-
als and higher learning rates when the probabilities reversed every  
20 trials10. Further, adults also show physiological and neural signatures 
of tracking environmental volatility12,61 (Table 1).

Theoretical and experimental work on learning in volatile environ-
ments suggests that, like optimal Bayesians, adult learners can track 
the uncertainty in their beliefs about the outcomes of different actions 
and the underlying environmental volatility that might give rise to that 
uncertainty. Learners can then effectively use volatility estimates to 
dynamically set the parameters that control their learning process 
over the minutes of experimental tasks.

Adapting learning to reward rates
Throughout their lives, learners face some environments that are rich 
in potential rewards and others with sparser opportunities to experi-
ence good outcomes. Computational theories suggest that learners 
can efficiently select the best actions across these varied environments 
by adapting how they weigh positive and negative feedback on the 
basis of the overall prevalence of reward62. Efficient learning of optimal 
action selection can be achieved through the misrepresentation or 
distortion of true action values62,63. Specifically, updating beliefs to  
different extents following negatively versus positively surprising 
events — having asymmetrical negative and positive learning rates, 
which we refer to as ‘valenced’ learning rates — distorts value estimates 
either downwards or upwards, depending on the direction of the asym-
metry64. When the reward rate of an environment is high and many 
actions are frequently rewarded, then negative outcomes are a better 
signal to discriminate between similarly valued options62. As such, a pes-
simistic agent, who places more weight on negatively surprising versus  

positively surprising outcomes, will learn distorted value estimates 
that better differentiate high-value options and will make more optimal 
choices overall. The reverse is true when rewards are sparse — in that 
case, an optimistic agent will be better able to differentiate multiple 
low-value options and make more optimal choices62.

Across contexts, people face the challenge of learning how to 
learn from positive and negative outcomes to most effectively guide 
choice. Evidence for the ability of children, adolescents and adults 
to calibrate valenced learning rates to the reward statistics of an 
environment is mixed9,65. However, an extensive body of research 
suggests that people learn differently from positive and negative 
prediction errors65–70, suggesting that they do tend to learn distorted 
value estimates across contexts. Further, these asymmetries vary 
across different learning environments — although the majority of 
learning tasks elicit positive learning rate asymmetries68,71–74, others 
elicit negative learning rate asymmetries65,69,70. In one experiment, for 
example, children, adolescents and adults made repeated choices 
between four options that yielded different distributions of points 
across 2 blocks of 100 choices; participants demonstrated more 
positive learning rate asymmetries during the block in which distort-
ing prediction errors upward led to greater reward gain, whereas 
this bias was attenuated in the block in which distorting prediction 
errors downward yielded more reward9. Setting asymmetric learning 
rates might involve the engagement of different neuromodulatory 
systems, including those that control dopamine64,67,75 and seroto-
nin76–79. Future work is needed to clarify the precise neuromodula-
tory mechanisms through which environmental statistics relate to 
valenced learning rates.

Adapting learning to reward controllability
Optimal learning strategies also differ depending on the degree of 
control an individual has over reward outcomes. Broadly, an indi-
vidual should devote energy to demanding learning computations 
only in situations in which their actions can influence the outcomes 
they experience (that is, in which their actions are instrumental)80. 

Table 1 | Effects of environmental statistics on adaptive reinforcement learning

Environmental 
statistic

Predicted influence on 
reinforcement learning

Empirical findings

Behaviour Neural mechanisms and physiological signatures

Volatility Learning rates should be higher in 
environments with high volatility 
of action–outcome contingencies 
and lower in environments with 
low volatility of action–outcome 
contingencies49–54

Adults demonstrate higher learning rates 
when the environment is more volatile and 
lower learning rates when the environment 
is less volatile (in periods of stability)10,12,55,56

Neurons in the locus coeruleus respond to unexpected 
uncertainty triggered by context changes, releasing 
norepinephrine179–181 and inducing network plasticity182 
and adjustments of learning rates183; pupil dilation 
in adults increases following changes in the reward 
contingencies of an environment, reflecting neural 
activation within the locus coeruleus12,61

Reward rates Positive learning rates should be 
higher when environmental reward 
rates are low and negative learning 
rates should be higher when 
environmental reward rates are 
high62

Unclear; one study did not find evidence 
for learning rate adaptivity in adults65

Dopaminergic64,67,75 and serotonergic76–79 systems 
might influence how people learn from reward versus 
punishment, although the precise mechanisms remain 
unclear

Controllability Learning rates and reliance on 
instrumental learning systems17 
should be higher in more 
controllable environments and lower 
in less controllable environments

Adults adjust the extent to which they 
update their beliefs about the value of their 
actions17,84 on the basis of controllability 
estimates; adolescents86 and adults85–88 
adjust valenced learning rates on the basis 
of the differential controllability of positive 
and negative outcomes

Estimating control might rely on computations 
implemented in the striatum and medial prefrontal 
cortex83; use of control estimates to modulate learning 
behaviour is likely to engage prefrontal cortical 
circuitry88,90
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Further, an individual should update beliefs about action values to a 
greater extent following outcomes that were likely to have been caused 
by those actions. An ideal learner can estimate the controllability of 
reward outcomes by comparing the probability of experiencing an 
outcome given that they took a specific action with the probability of 
experiencing an outcome given that they did not take that action81. If 
these probabilities are equal for all actions, then the outcome is not 
controllable. As these probabilities diverge, an agent can infer greater 
control and should increase the extent to which they learn about the 
value of their actions from experienced outcomes17. For example, if a 
student worked diligently on an essay and then received a good grade, 
they should increase their estimate of the value of hard work and con-
tinue to put forth effort on future assignments. However, if the student 
frequently receives poor grades after working hard, they might begin 
to believe that they have no control over their grades, and therefore 
stop adjusting the effort they put into their work.

Multiple laboratory studies have found that people estimate 
the degree of control they have over their environments82,83 and 

modulate the extent to which they update their beliefs about the 
value of their actions accordingly17,47,84 (Fig. 1). For example, in one 
experiment, children, adolescents and adults completed 180 tri-
als of a reinforcement-learning task in two different controllability 
conditions47. In the controllable condition, participants could learn 
whether withholding or making a response to each of four different 
stimuli would lead to more reward gain; in the uncontrollable condi-
tion, reward outcomes were not contingent on participant responses. 
Computational modelling results revealed that participants across 
ages relied more on ‘default’ response strategies in the uncontrol-
lable condition, whereas they relied more on instrumental learning 
of stimulus–action values when their actions were causally effica-
cious. Adults also adjust valenced learning rates on the basis of the 
differential controllability of positive and negative outcomes — when 
positive outcomes are more controllable than negative outcomes, 
adults demonstrate a positive learning rate asymmetry, updating 
their beliefs to a greater extent following positive rather than negative 
prediction errors. When negative outcomes are more controllable 

a Learning to reinforcement learn in experimental tasks

Adapting learning to reward volatility

Infer volatility from experience

Infer volatility from experience

Infer controllability from experience

Modulate learning on the basis of inferred volatility

Modulate learning on the basis of inferred volatility

Cue
Target

Outcome

Modulate learning on the basis of inferred controllability

Infer controllability from experience

Modulate learning on the basis of inferred controllability

Instrumental learning weight

True reward rate Estimated reward rate

Adapting learning to reward controllability

Adapting learning to reward volatility Adapting learning to reward controllability

b Learning to reinforcement learn in real-world environments

Controllable

Studying does 
not a�ect grades

Learned helplessness

Parent responds
inconsistently

Insecure attachment

Uncontrollable

Learning rate

Volatile

Stable

+
+37 63

True controllability Estimated controllability

Fig. 1 | Learning to reinforcement learn over multiple timescales. a, Within 
experimental tasks, participants adapt their learning computations to the 
reward statistics of the learning environment (including volatility10 (left) and 
controllability47 (right)), incrementally adjusting how they learn, enabling 
the more rapid acquisition of reward in accordance with the predictions of 
idealized Bayesian learning models. b, The same ‘learning to learn’ processes 
that have been shown to play out in experimental tasks might also influence 
learning across the lifespan. For example, an infant might experience 
inconsistent caregiver responses to their cries, leading them to infer that 

the environment is volatile (left). This experience might lead them to adjust 
how they learn from caregiver responses and lead to ‘insecure attachment’, 
characterized by long-lasting changes to how they learn from and form 
relationships with others. Similarly, a student who consistently receives poor 
grades on exams despite studying diligently might learn that their exam 
outcomes are not controllable (right). They might therefore reduce the extent 
to which they learn from exam feedback and eventually enter a state of ‘learned 
helplessness’ in which they stop trying to influence their grades at all. Part a 
adapted from ref. 10, Springer Nature Limited.
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than positive outcomes, adults demonstrate a more negative learning 
rate asymmetry85–88. Estimating control might rely on computations 
implemented in the striatum89 whereas the use of these control esti-
mates to modulate subsequent learning is likely to engage prefrontal 
cortical circuitry90,91 (Table 1).

Taken together, this body of research suggests that people learn 
how to reinforcement learn by using the statistics of their environments 
to flexibly modulate the computations that govern the learning pro-
cess. The process of adaptive reinforcement learning described in the 
previous sections provides accounts of how different environmental 
statistics influence reward learning in distinct ways, but share central 
features: the learner simultaneously estimates key statistical proper-
ties of the environment while using those estimates to adjust learning 
parameters accordingly. These parameters determine how the agent 
learns which actions to take to gain reward. In this way, the beliefs of an 
agent about the structure of the environment ultimately influence the 
information that they subsequently encounter, which in turn iteratively 
shapes those beliefs. This work provides an important theoretical 
foundation for considering how these types of environmental statistics 
might influence learning over longer timescales, which we discuss in 
the remainder of the article.

Adapting learning to real-world statistics
Whereas the work reviewed in prior sections highlights how the learn-
ing of children, adolescents and adults aligns with the predictions  
of optimal models, in many laboratory experiments, the behaviour of  
people diverges from these normative predictions. For example, in 
some tasks, people demonstrate optimistic learning biases92 even 
when such biases interfere with adaptive choice9. Similarly, people 
tend to demonstrate a belief that the outcomes in their environments 
are more controllable than they actually are93. Individuals with anxiety 
commonly overestimate environmental volatility and fail to calibrate 
their learning rates optimally to the underlying reward statistics of 
the environment11,12. At first glance, the persistence of maladaptive 
optimism and heightened controllability or volatility beliefs seem to be 
failures of learning to reinforcement learn. However, these ‘failures’ can 
be understood as learning to learn across longer timescales. Persistent 
biases in the settings of reinforcement-learning parameters, such as 
maladaptive optimism and heightened controllability biases, might be 
implemented by learning systems that have adapted to environments in 
which optimism and control beliefs are generally beneficial94–96. If these 
biases result from learning that takes place across many environments 
over many years, then the learner might not be able to overcome them 
within the short timeframe of a task. Instead, the architecture of the  
learning system might limit how effectively its dynamics can adapt 
to local environmental statistics. Thus, models of learning to learn 
across developmental timescales must be able to account not just for  
how an optimal learner can solve a specific learning task but also for how 
systematic deviations from optimality can get ‘baked into’ the learning 
system through experience — and, critically, why early experiences  
might be particularly influential.

In the next sections, we discuss how learning to learn may proceed 
within real-world environments over developmental timescales. We 
first highlight mechanisms of plasticity in the developing brain that 
enable early experiences to lead to long-lasting consequences for 
neurocognitive development. We then turn to research on early-life 
adversity and examine how early experiences with different reward 
statistics may influence reward-learning processes across childhood, 
adolescence and adulthood.

Plasticity in the developing brain
Extensive evidence suggests that the brain becomes increasingly 
specialized to process and learn from the specific input encountered 
during developmental sensitive periods97,98. During these periods, 
the brain is particularly malleable and responsive to environmental 
experience98–100. Sensitive periods enable the tuning of neurobiologi-
cal circuitry to represent and process the idiosyncratic statistics of the 
environment of an organism99,101,102. This specialization process, and the 
eventual stabilization of representations, has benefits for later behav-
iour103. For example, infants who showed stronger neural discrimination 
of phonemes from their native language at 7 months of age demon-
strated greater language abilities 2 years later, suggesting that early 
neural adaptation to the statistics of the environment tunes neurocog-
nitive processing to accelerate learning104. Thus, sensitive periods can 
be thought of as learning to learn — the brain tailors its computations  
to learn more effectively in expected future environments.

Potential sensitive periods for reward learning14,105, in which the 
reward statistics of early environments exert a pronounced influence 
on developmental outcomes, are less well-characterized than sensi-
tive periods for sensory processing3,106–109. Although many studies 
have demonstrated that neural components of reward circuitry are 
sensitive to experience, it is less clear when and how experience with 
specific environmental statistics shapes the processing architecture 
of the brain in ways that might influence later reward learning.

Learning from early reward statistics
The same statistics that influence learning on short timescales (includ-
ing volatility, reward rate and controllability) might also influence 
learning on longer timescales, altering developmental trajectories of 
reward-learning circuitry and instilling lasting biases that influence 
learning computations throughout the lifespan. We can look for evi-
dence in support of this idea by examining research on how exposure 
to varied environments early in life leads to later consequences for 
learning to learn from reinforcement.

Most research on the influence of the early environment on reward 
learning focuses on the effects of adverse experiences in childhood 
(Box 2). Theoretical frameworks have posited that deprivation and  
threat constitute distinct subtypes of adversity110. Deprivation encom-
passes experiences of restricted environmental input, including 
reduced cognitive stimulation or social interaction, whereas threat 
involves either witnessing or directly experiencing harm or potential 
harm (such as physical violence or abuse)111. Experiences of deprivation 
and threat have been linked to changes in both reward circuitry and 
reward-guided behaviour13,111.

Childhood experiences of neglect and abuse relate to blunted 
activation in key reward-processing regions, including the ventral 
tegmental area and striatum during reward anticipation and receipt, 
in adolescence and early adulthood112–114. Early experiences of depriva-
tion and threat have also been associated with changes in patterns of 
connectivity between these subcortical structures and the prefrontal 
cortex that emerge in early childhood and persist through late ado-
lescence115–117. Although deprivation and threat do not directly map to 
volatility, reward rates and controllability, this research suggests that 
the reward statistics of the early-life environment do indeed shape the 
neural architecture of reward learning systems.

The nature of the consequences of early adverse experiences for 
reinforcement learning and reward-guided behaviour more generally 
is not fully clear. For many years, a predominating perspective was that 
early-life adversity leads to ‘deficits’ in later learning behaviours118. 
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However, newer work has highlighted the adaptive nature of these 
developmental responses, focusing on how adverse early-life envi-
ronments promote learning behaviours that are well-suited to the 
challenges that these environments pose119–124. Apparent ‘deficits’ or 
maladaptive behaviours emerge when there is a mismatch between the 
early environments that shape learning architectures and the learning 
environments encountered later in development125,126. For example, 
children raised in institutional care settings demonstrate impulsive and 
exploitative decision strategies127, which are disadvantageous in stable 
environments, but might yield more reward in uncertain contexts with 
statistics that more closely match those that they experienced early in 
life123. It might be the case that adaptation to the statistics of early-life 
environments leads to biases in the tuning of learning parameters that 
persist in contexts encountered later.

Given the heterogeneity in measures and tasks used to examine how 
early-life adversity influences reward learning, it is difficult to extract 
generalizable principles. Nevertheless, across multiple studies, expe-
riences of early-life adversity have been shown to disrupt later reward 
learning, such that children, adolescents and adults who experienced 
greater adversity and more stress early in life demonstrate slower learn-
ing of rewarding actions relative to their peers15,16,128–130. For example, 
adolescents who had experienced physical abuse were worse than their 
peers at selecting rewarding actions in a probabilistic reward learning 
task — they represented the value of the better and worse options as 
closer together and also made more random choices129. Similarly, ado-
lescents who had had high levels of stress in early childhood were worse 
than their peers at learning initial action–outcome contingencies as well 
as at updating their beliefs when contingencies changed128.

Beyond the central finding of early-life adversity leading to disrup-
tions in reward-guided behaviour, features of different early-life envi-
ronments have been linked to varied aspects of reinforcement learning.  

For example, in one study, normative variation in early-life adversity 
led to increases in positive learning rates: children aged 9–12 years with 
more frequent and intense experiences of adverse life events increased 
their value estimates to a greater extent following recent, positive pre-
diction errors relative to children who had fewer adverse experiences131. 
In another study, children aged 8 and 9 years with greater exposure to 
stressful events were more likely to avoid cues that elicited both positive 
and negative outcomes but only if they had experienced high levels of 
perceived social isolation132. However, in other research, children and 
adolescents aged 10–15 years who had experienced maltreatment dem-
onstrated similar behaviour on a reward learning task to children who 
had not, although their learning-related patterns of neural activation  
in both subcortical reward structures and frontal cortex differed133.

Studies of the effects of early-life adversity on neurocognitive 
development suggest that the reward statistics of early-life experiences 
clearly shape the architecture of reward learning systems and have 
functional consequences for adaptive behaviour. However, current 
computational accounts cannot explain why individual differences 
in reinforcement learning emerge through interactions with different 
environments over development.

The lens of meta-reinforcement learning
Learning to learn from the statistics of experience could enable bio-
logical and artificial agents to strike a balance between efficiency and 
flexibility. Evolutionarily hard-wired ‘solutions’ to challenges posed by 
consistent features of the environment enable agents to most efficiently 
orchestrate their behaviour134. However, these innate solutions limit 
the flexibility of agents to adapt to the specific environmental demands 
that they face. Learning how to behave from experience enables flex-
ibility but learning from the outcomes of actions can be slow — artificial 
agents often require extensive training to be able to learn effective 

Box 2

Learning across sociocultural contexts
Our Perspective focuses largely on how ‘adverse’ or stressful 
experiences early in life might shape reward learning computations. 
However, the sociocultural environments in which children grow 
up also shape the reward statistics that they experience early in life 
and similarly exert lasting influences on how they learn and make 
decisions195,196. Research has revealed that the choice strategies of 
children adapt to the statistics of their social and cultural contexts, 
such that they are modulated by the reliability of caregivers in 
their environments197, normative cultural practices198, and broader 
societal and economic forces199. For example, children from 
countries with higher market integration, which tends to yield 
higher food security, demonstrate a stronger willingness to wait for 
larger rewards versus accepting smaller rewards immediately as 
well as a greater propensity to take risks. Greater market integration 
might attenuate the potential harms of uncertainty200, leading to 
differences in the reward landscape across societies that ultimately 
shape the learning and decision-making strategies of children.

This type of research highlights how the sociocultural contexts 
in which children develop shape learning to learn. Future work 

should continue to address how practices and norms that 
differ across cultures influence specific reward statistics of the 
environment and, in turn, reinforcement-learning computations. 
For example, it might be the case that some cultures emphasize 
the agency of children more than others201, such that caregivers 
within certain societies offer children more opportunities to 
control the rewards they experience. This type of variation 
could be used to ask how opportunities for control shape biases 
toward instrumental learning in different environments across 
development. To date, the majority of research on the development 
of reward learning computations has focused on ‘WEIRD’ (Western, 
educated, industrialized, rich and democratic) populations, but a 
comprehensive theory of development as a process of learning to 
learn must account for variation in the development of learning and 
choice behaviours in diverse societies across the world202,203. This 
vision could be realized by drawing on methods and perspectives 
from sociology, anthropology, economics and the broader field of 
childhood studies.
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policies for action selection135. Meta-learning architectures balance 
efficiency and flexibility by enabling learning systems to gradually 
specialize to the types of environments they have encountered, leading 
to increasingly adaptive learning when the future reflects the past18,27. 
Considering development through the lens of meta-reinforcement 
learning therefore bridges the precise computational accounts of 
adaptive reinforcement learning with the real-world, developmental 
timescales of the early-life adversity literature.

The developmental process can be conceptualized through this 
meta-reinforcement learning lens (Fig. 2). The environments that 
people encounter early in life can be thought of as the distribution  
of environments on which a model is trained. Through an outer loop of  
learning, the brain slowly adjusts its architecture to most effectively 
respond to the environmental statistics it encounters, encoding learn-
ing biases or strategies that control the inner-loop learning algorithms 
that are leveraged to solve specific tasks. Over time, dynamic interac-
tions with the environment shape the architecture of the brain, which 
in turn influences how organisms respond to new learning challenges. 
By conceptualizing the development of reward-learning computations 
through the lens of meta-reinforcement learning, existing models 
can be modified to test specific theoretical predictions about how 
variation in the statistical structures of early-life environments might 
confer learning biases that persist across the lifespan. Considering 
early-life environments as ‘tasks’ that comprise the training sets for 
models of meta-reinforcement learning opens several interesting 
avenues for further investigation. For example, researchers could 
train models on different distributions of learning tasks and examine 
whether they exhibit particular biases in their parameters when tested 
on new learning problems136. By training models for different durations 
of time, researchers could attempt to recapitulate developmental 
variance in both overall performance at testing as well as in specific 
patterns of learning errors. Finally, researchers could probe whether 
the representational content of the network at different points in its 
training regimen recapitulates patterns of developmental change in 
neurocognitive representations137. To begin to hone these research 

directions and translate meta-reinforcement learning from a concep-
tual framework into an empirical research agenda, researchers must 
consider which model architectures, algorithms and training data best 
reflect what is known about the developing brain and the environments 
in which it learns.

Developing model architectures and algorithms
Meta-learning models learn to reinforcement learn through differ-
ent mechanisms, which provide testbeds for different developmental 
theories (Box 3). Meta-learning models are frequently instantiated as 
recurrent neural networks, in which layers of artificial neurons pass 
information both forward to subsequent layers of the network and 
back onto themselves, enabling the network to ‘remember’ and learn 
from sequential input138. There are many approaches to implementing 
meta-learning in recurrent neural networks20,22,29,139–145. Through gradual 
training over multiple tasks, a network can learn how to optimally initial-
ize its parameters (the connection weights between artificial neurons 
and the biases or ‘offsets’ that influence activation within each neuron 
independent of their input) to rapidly reach effective settings for new 
tasks that it encounters29. Other meta-learning algorithms also enable 
the network to learn how much and in what direction to update its 
parameters after each batch of training19 — to learn meta-parameters 
that determine how the network learns from experience within indi-
vidual tasks. Additionally, other networks learn reinforcement-learning 
algorithms that are implemented through recurrent activation dynam-
ics20,22. Here, we highlight two different models of meta-reinforcement 
learning and explore how they could be modified to begin to address 
developmental questions.

In one biologically inspired recurrent neural network model, the 
‘prefrontal cortex’ of the network dynamically adjusts its organization 
via the learning of connection weights that are updated slowly on the 
basis of experienced rewards — in other words, it learns in an outer loop 
via a mechanism akin to synaptic plasticity20. At test, when the network 
is exposed to an experimental task, its learned weights remain fixed but 
it can flexibly adjust how it learns via recurrent activation dynamics, 

Time

Environment

Time

Agent Agent Environment

Update learning biases or ‘meta-parameters’

• Observe new state • Get re
war

d

Take action in state

Fig. 2 | Development through the lens of meta-reinforcement learning. 
The developmental process can be conceptualized through the lens of meta-
reinforcement learning. Across development, learning from the outcomes of 
actions proceeds across multiple timescales. Through ‘inner loops’ of learning, 
agents learn to tailor their actions to the demands of specific environments 
on relatively short timescales. Within these inner loops, agents take actions in 
specific states, observe the outcomes of those actions and update the beliefs 
that guide their future decisions. After observing the outcome of an action in 
a particular state, an agent also updates how they learn through an ‘outer loop’ 

of learning. Through this outer loop, the agent slowly adjusts how they learn 
to respond more effectively to the statistics of the environment encountered. 
These inner-loop and outer-loop learning processes proceed across multiple 
environments over time, such that the learning biases that an agent encodes 
might be tuned over long timescales of experience. Importantly, different 
environments might be encountered at different points in development. 
In this way, ‘learning to learn’ mechanisms could shape the neurocognitive 
developmental trajectory of the agent.
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harnessing ‘prefrontal cortex’ representations for trial-and-error, 
inner-loop task-learning. For example, when trained on environments 
with varying levels of volatility, the model learned weights that ena-
bled it to dynamically adjust its learning rate even when, later, those 
weights remained fixed20. In this way, the network provides an account 
of how the prefrontal cortex might learn from reward via two distinct 
mechanisms (changes in synaptic weights and activation dynamics) 
that unfold over two distinct timescales, tying together empirical 
observations into a unified computational theory. Newer work has 
capitalized on the specific, testable predictions that emerge from this 
account, and provided evidence that prefrontal plasticity is essential 
for outer-loop learning to learn while prefrontal activation supports 
inner-loop trial-by-trial learning146.

This model can potentially be modified to provide insight into 
central developmental questions. By systematically manipulating the 
architecture and training regimen of the model and validating model 
simulations with additional empirical experiments, researchers could 
gain insight into how experiences at specific developmental time points 

might alter prefrontal cortex architecture and lead to different biases in 
reinforcement learning behaviours at later time points. Biological sys-
tems are often characterized by differential plasticity within different 
circuits at different times100, a feature that could be approximated by 
varying the rate at which model weights are updated over training epi-
sodes147 and across specific connections. In addition, the opening and 
closing of sensitive periods in biological systems might be governed by 
experience — organisms with higher ‘uncertainty’ about the conditions 
they might encounter in the future can show more prolonged windows 
of plasticity102,148. To reflect this biological principle, the model could 
be modified such that the rate at which its connection weights change 
is not determined a priori by the experimenter but governed by some 
aspect of the representation of the environment and the uncertainty of 
the network in its selection of actions. Model simulations could reveal 
how these features interact with the statistics of the tasks on which the 
model is trained and provide insight into how early plasticity facilitates 
or constrains the later adaptability of learning systems to different 
environmental demands.

Box 3

Modelling human-like cognitive development
Beyond learning over multiple timescales, there are many other 
‘ingredients’ that researchers have integrated into artificial agents 
to make their learning and behaviour more closely resemble the 
learning that proceeds over human development.

Inductive biases
Human learners might have evolved preprogrammed ‘inductive 
biases’ that influence information processing from the earliest 
days of life204,205. Incorporating these biases into machines might 
accelerate their learning and make it more human-like206. However, 
the extent to which knowledge is innate, and therefore should be 
built into human-like artificial agents, is an area of active debate206.  
It is unclear whether early-emerging biases in reinforcement learning 
(such as an ‘optimism’ bias94) are learned through experience or 
inherited through evolutionary mechanisms. Although the focus 
of our Perspective is on learning mechanisms that operate across 
development, meta-learning also proceeds on evolutionary 
timescales27,207. Constructing a mechanistic account of the role 
of experience in shaping reward learning computations requires 
understanding what aspects of behaviour might not be learned 
within the lifetime of an individual.

Changes to network architectures
The human brain changes dramatically over the first two decades of 
life208. Understanding this biological development and incorporating 
parallel changes into neural network architectures during 
extended training periods might yield more robust learning and 
performance that more closely resembles human learning192. For 
example, one study incorporated the heightened neurobiological 
pruning of excitatory synapses that occurs during adolescence 
into neural network models while they were being trained to solve 
reinforcement-learning and working memory tasks209. Doing so 

improved aspects of the performance of the networks that paralleled 
the developmental changes typically observed in studies of human 
behaviour. Other work has found that inducing computational 
‘noise’ in recurrent neural networks improves their performance210,211, 
particularly in exploring and generalizing to novel contexts212–214. 
The ‘noisiness’ or variability with which the brain processes informa-
tion might change across development215 — incorporating similar 
changes in the ‘noisiness’ of networks across their training and test 
periods could potentially recapitulate performance improvements 
observed across development.

Curriculum learning and embodiment
When learning about their environments, humans actively shape the 
input they receive, creating a structured curriculum that benefits 
knowledge acquisition216. The natural ‘curriculum’ of human learners 
is inherently constrained by their sensory and motor development —  
infants gradually learn from more complex information as their 
visual acuity increases and they learn to crawl and walk, which 
leads to a dramatic expansion of the information available for 
them to process216. In addition, human learners use uncertainty to 
guide information-seeking and learning, preferentially attending 
to and exploring information that will accelerate their own learning 
progress217,218. Structured, non-random training curricula can 
also benefit the performance of machine learning models219, and 
integrating different functional forms of ‘curiosity’ into embodied 
robots can similarly create self-organized, structured curricula 
that promote learning of complex behaviours220,221. Future research 
in both humans and artificial agents should investigate what a 
structured curriculum for reinforcement learning looks like and 
whether the development of more complex forms of reward-guided 
behaviour depends on sequential exposure to increasingly complex 
reward statistics.
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Other models that learn to reinforcement learn via different mech-
anisms could similarly be harnessed to ask developmental questions. 
Many model architectures characterize two timescales of learning via 
an outer-loop mechanism that extracts and exploits shared structural 
features across learning environments and a distinct inner-loop mecha-
nism that learns how to select rewarding actions within individual 
tasks. However, the world is not neatly segmented into an outer loop of 
‘developmental time’ and an inner loop of experimental tasks. Instead, 
individuals might parse their continuous stream of experience into con-
texts with a more complex hierarchy. For example, people might learn 
to meta-learn not only how to set the parameters that govern how they 
learn from reward within a specific context but also how to determine 
how to set those higher-level parameters. For example, the learning rate 
that determines how the weights of a network change with experience 
could itself be learned via a learning process that could be optimized 
for different environments. Model architectures and algorithms dif-
ferent from the specific recurrent neural network discussed above 
might be better suited to address how these many loops of learning 
interact. For instance, in meta-gradient reinforcement learning, models 
simultaneously optimize policies for selecting rewarding actions and 
the meta-parameters that control task-level learning149–151. Critically, 
this optimization of the meta-parameters is done via the same learn-
ing mechanism as the optimization of the inner-loop parameters: the 
meta-parameter (outer loop) updates can be mathematically expressed 
in terms of how they influence the inner-loop parameter updates. 
These meta-parameters can then be similarly optimized to enhance 
the performance of the model in accomplishing its objective149–151. This 
flexible mechanism to optimize meta-parameters could theoretically 
be applied recursively to explain learning across many different levels 
of abstraction.

By casting learning in this way, extensions of meta-gradient models 
could be exploited to ask about the nature of the many outer, inner and 
intermediate loops that might characterize learning at different time 
points in development. For example, across development, individuals 
might learn to learn at increasingly deep hierarchical levels, such that a 
model that learns to learn to learn best approximates the performance 
of older participants on a learning task, whereas a model with less flex-
ibility is a better approximation of how children learn from reward. 
Alternatively, increasing experience might lead outer loops of learning 
to stabilize, such that the learning of children is best characterized by a 
model with a deeper hierarchy, leading to an outsized influence of early 
environments on later learning. These hypotheses must be constrained 
by additional data; however, they illustrate the types of developmental 
questions and research directions that meta-reinforcement learning 
models afford.

Developing model training regimens
Researchers can also sharpen theoretical predictions about how experi-
ence shapes the development of reward learning by varying the environ-
ments in which meta-learning models are trained. The environments 
that children experience early in life can profoundly influence later 
reward learning13. However, many questions remain about how the tim-
ing, duration and sequential order of experience with different reward 
statistics influence learning. To leverage meta-reinforcement learning 
models to gain insight into the developmental process, we must ensure 
that model training regimens recapitulate aspects of variance in real-
world environments. Doing so will require both better measurement 
techniques and methods to translate the statistics derived from those 
measures of early-life experience into model input.

Studies examining how the early environment influences reward 
learning typically characterize early-life experiences via structured 
questionnaires that ask about the occurrence of particular types of 
events in their lives. For example, studies of the effects of early-life 
adversity on reinforcement learning have used measures, including 
the Early Life Stress Questionnaire152 and the Youth Life Stress Inter-
view153, which ask participants about negative events they have expe-
rienced (such as physical abuse or domestic conflict) and associated 
stress. Survey and interview measures have been shown to relate to 
different aspects of behaviour across development114–116. However, 
these measures are difficult to relate to computational theories of 
reinforcement learning — and difficult to use to construct training 
environments for models — because the experiences they assess do 
not map cleanly onto the same types of statistics that are manipulated 
in reward-learning tasks.

Contemporary theories of early-life adversity have proposed 
that ‘environmental unpredictability’ shapes neurocognitive devel-
opment111,154. Unpredictability can be assessed by asking participants 
about experiences, including parental job changes, moving homes or 
neighbourhoods, or shifts in family economic conditions111. Environ-
mental unpredictability might be more directly related than threat 
or deprivation to the types of statistics that have been manipulated 
in reward-learning experiments. However, unpredictable events can 
arise for different reasons — positive and negative reward contingencies  
in the environment might be stochastic, volatile or uncontrollable —  
and the inferences of people about the underlying causes of the ‘unpre-
dictability’ they experience might shape how they learn from and about 
unpredictable reward outcomes. For example, if a parent sometimes 
comforts their crying infant and sometimes ignores them, the infant 
might infer that they are in a volatile environment, such that the con-
tingency between their cries and the behaviour of their parent changes 
rapidly, and that they should rely only on their most recent experience 
to determine the causal effects of their own actions. Alternatively, 
they might infer that they are in an uncontrollable environment and 
learn that there is no causal link whatsoever between their actions 
and the behaviour of their parent. The inferences the infant makes 
might determine the beliefs they develop about the structure of the 
world and the types of environments for which they specialize their 
reward-learning computations.

More finely grained measures of early-life reward statistics could 
be developed by extracting features of interest from live or recorded 
naturalistic interactions between children and their environments, 
as is done to study language learning155, visual perception156 and soci-
oemotional development157. For example, researchers often observe 
interactions between children and their parents to examine parental 
rates of contingent responding158,159. Given the central role of parents 
in shaping the early learning environments of children, contingent 
responding could provide a proxy for environmental control. As chil-
dren enter adolescence, parental influence on their learning environ-
ments diminishes160 and therefore control over reward contingencies 
could be measured via experience-sampling methods161 that probe the  
number and frequency of autonomous choices made throughout  
the day. Similar approaches could be taken to examine other reward 
statistics such as reward rates and the volatility of reward outcomes. For 
instance, researchers could code the valence of parental responses to 
children to estimate the relative proportion of positive versus negative 
feedback that children experience.

Beyond recorded video data, other sources of real-time informa-
tion about the experiences of people (for example, GPS tracking162,163) 
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could be used to measure the regularity of daily and weekly routines. 
Although variability in locations visited is not directly analogous to the 
volatility of the reward contingencies, these measures might provide 
insight into the extent of variation in reward landscapes that individu-
als encounter, which could inform the design of different distributions 
of training tasks that meta-reinforcement learning models perform.

These natural statistics could then be mirrored within simple 
reward-learning tasks that models could complete. By varying the dis-
tributions of tasks on which meta-reinforcement learning models are 
trained, researchers could simulate how different types of experience 
influence the ability of a learning system to adapt to the environments it 
later encounters. For example, researchers could test whether existing 
meta-learning models can adapt to both volatile and stable environ-
ments when trained mostly on volatile environments. Importantly, the 
influence of training experience is likely to depend on the plasticity 
of the outer-loop learning parameters, which could be modified to 
recapitulate aspects of biological development. In this way, model 
simulations could help to untangle the complex relations between 
neural plasticity, experience in different types of environments and 
the ability of the learning system to adapt to diverse environments.

Conclusion
Understanding how environments shape how people learn is central 
to understanding how and why individual differences in goal-directed 
behaviour emerge. Models of adaptive reinforcement learning offer 
precise, theoretical accounts of how the reward statistics of the envi-
ronment modulate learning computations. Developmental research on 
the influence of early adversity on later reward learning has suggested 
that variation in the reward statistics experienced early in life can lead 
to lasting changes in learning architectures. We suggest that models 
of meta-reinforcement learning can provide more incisive accounts of 
how the environment shapes goal-directed behaviour over time. These 
models couple the precise predictions of simpler models of adaptive 
reinforcement learning with the nested timescales that characterize 
cognitive development. By using these models to inspire new hypoth-
eses and methods for empirical research and by using findings from 
empirical studies to iteratively refine model architectures, algorithms, 
and training data, researchers can better approximate the processes 
of developmental change in learning.

The iterative construction of models that recapitulate signatures of 
learning across development — and signatures of development itself —  
will also require well-designed animal studies in which key environmen-
tal statistics are manipulated, diagnostic tasks that can isolate learning 
from learning to learn, and broader consideration of the sociocultural 
contexts in which all human learning occurs. Reward statistics of early 
learning environments can be directly manipulated in animal studies, 
enabling researchers to alter specific properties of the environment 
and break the natural correlations that exist between reward statis-
tics (such as volatility and reward rate) in most real-world contexts. 
Many studies have manipulated the rearing environments of rodents 
to create specific types of ‘adverse’ conditions. For example, studies 
have induced unpredictability in maternal caregiving behaviour164–166, 
exposed animals to uncontrollable stressors or reinforcement167,168, and 
manipulated the prevalence of cognitively enriching stimuli in animal 
environments169,170. Variations in animal-rearing environments have 
been linked to differences in the development of adaptive behaviour, 
including differences in memory performance171, attachment learn-
ing172 and repetitive, stereotyped responses169, highlighting the insights 
that can be gained from controlled manipulation of the experiences 

of animals. Moving forward, models of meta-reinforcement learning 
could be used to generate hypotheses about how exposure to specific 
distributions of reward statistics shapes behaviour over time. These 
specific distributions could potentially be instantiated in the early 
environments of animals to determine their effects on learning across 
development.

In research with humans, developmental scientists can more rigor-
ously test the specific predictions that emerge from model simulations 
by designing tasks that better capture how both outer and inner loops 
of learning change with age and experience. Infants, children, adoles-
cents and adults extract and use structural regularities from their past 
learning experiences to guide how they approach new problems27,173. 
However, it is often difficult to isolate developmental changes in learn-
ing to learn (setting learning parameters) from developmental changes 
in learning (learning the optimal responses to make). Future studies 
can better isolate learning from learning to learn by having participants 
complete many sessions of similar learning tasks. Across sessions, tasks 
should share structural features that dictate how one should learn to 
learn but differ in the specific action selection policies; improvements 
in performance within a single session would provide an index of learn-
ing, whereas improvements across sessions would index learning to 
learn8,146. Importantly, the tasks used for such experiments would need 
to have adequate complexity such that the learning to learn challenge 
would require prolonged experience. Many of the tasks that have been 
used in existing studies were designed to illustrate how people learn 
to learn with only limited exposure to a particular environment, and 
might not effectively capture individual differences in the incremental 
adjustments of learning algorithms or parameters that proceed over 
longer timescales. In multi-session experiments with complex tasks, 
researchers could attempt to recapitulate the slow, experience-driven 
learning that proceeds over developmental timescales by varying 
the order and duration of the task environments to which people are 
exposed and measuring how such exposure instantiates different learn-
ing biases. By including participants across a wide, cross-sectional age 
range in studies with this design, researchers could examine differences 
in learning to learn across the lifespan.

Finally, although we have focused on experiments and models 
in which a single agent interacts with an environment devoid of other 
agents, the learning of children is embedded within social contexts. 
Simple reward-learning tasks do not capture the complexity of real-
world experience, in which reward statistics are embedded in dynamic, 
multisensory and highly social contexts. The reward statistics that 
define the environments of children are largely determined by the 
behaviour of other people, including their caregivers and peers.  
The ultimate goal for developmentalists is to understand not only how 
specific reward statistics shape learning but also how the developing 
brain derives reward statistics from a rich tapestry of experiences. 
Addressing this challenge might require thinking creatively about 
how to use more naturalistic data sets to explore the nature of reward 
feedback itself across development by, for example, amending neu-
ral network models of reward learning with modules that translate 
emotional expressions from videos of caregivers or spoken words 
and phrases into teaching signals that can train the rest of the net-
work174–176. By incrementally closing the gap between the input that 
children learn from in the real world and the environments in which 
models are trained, researchers can better probe the effects of natural 
variation in experience on learning to learn.

Finally, children are also taught to learn — a central goal of many 
formal educational systems is not simply to convey knowledge but to 
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teach children to become expert learners177,178. Even adults surround 
themselves with cultural products such as books, videos and podcasts 
that teach them how to effectively learn across diverse environments. 
Ultimately, a complete characterization of learning to learn across 
development must address how bottom-up discovery of learning strate-
gies interacts with top-down, explicit instruction. Expanding models of 
meta-learning to account for interactions between multiple agents can 
advance the understanding of how the sociocultural contexts in which 
learning systems are embedded are themselves shaped by learning on 
multiple timescales.

Published online: xx xx xxxx
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